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Summary Since a few years ago, the computational neural networks (CNNs) had become one
of the most promising tools for stream flow forecasting. However, most of the works presented
in the literature is focused in watersheds that, besides stream flow records, generally utilizes as
inputs records of other hydro-meteorological variables.
In this study the performance of feed forward CNNs to forecast one-day ahead daily flows at

large Portuguese watersheds considering that only flows in previous days are available for the
calibration of the models were analyzed. For that purpose several CNN approaches were imple-
mented and compared. Besides the CNN having as inputs the flows in previous days or those
flows plus differenced flow data also in previous days, auxiliary inputs were used to apply inter-
vention series to the CNN predictor model; a convolution process of the input variables was car-
ried out; and a hybrid methodology combining CNN and ARIMA models was applied.
The CNN having inputs of flows in the three previous days combined with a convolution pro-

cess of the input sequence proved to be able to provide very accurate estimates of the daily
flows. A preliminary analysis of the capability of that approach to forecast daily flows at a
watershed different from the one considered in the calibration of the parameters of the model
was also carried out. The results showed that it is also possible to get daily flows forecasts at
watersheds with insufficient flow data.
ª 2006 Elsevier B.V. All rights reserved.
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Introduction: general scope of the work

The development and the implementation of successful
water resource management tools to assess engineering
and environmental problems, such as flood control, on-line
reservoir operation, hydropower generation, water quality
.
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control or river ecosystem constraints, among several oth-
ers, often require the analysis of stream flow data. When-
ever such data sets are insufficient or unavailable, models
providing stream flow estimates must be applied.

For many years, the transformation of rainfall into runoff
has been studied in order to extend stream flow series or to
establish stream flows at ungauged watersheds. Two of the
major approaches presented in the literature to assess the
rainfall-runoff process involve physical based models and
‘black box’ approaches.

A physical based model generally aims to formulate the
physical process in terms of each of its relevant compo-
nents, such as interception, depression storage, infiltration,
overland flow, interflow, percolation, evaporation, and
transpiration. Thus, it is often too complex and too demand-
ing in terms of data and parameters requirements, for wide-
spread practical application (Jakeman and Hornberger,
1993; Abrahart and See, 2000). Also, the accuracy of the
model predictions is generally affected by subjective com-
ponents as the establishment of its parameters it is often
highly dependent on the user’s expertise and experience
in what concerns the watershed behavior (Duan et al.,
1992, 1993, 1994; Sorooshian et al., 1993; Hsu et al.,
1995; Yapo et al., 1996; Tokar and Johnson, 1999; Chang
and Chen, 2001).

In a ‘black box’ approach a model is applied to identify a
direct mapping between inputs and outputs without de-
tailed consideration about the internal structure of the
physical processes. Compared with a physical based model,
the ‘black box’ approach has much less data requirements.
There are many practical situations such as stream flow
real-time forecasting where the main goal is to make accu-
rate predictions at specific watershed locations, and there-
fore, a ‘black box’ approach may be preferred to not
expend the time and effort required to develop, validate
and implement a physical based model whose importance
is in the understanding of the rainfall-runoff process (Hsu
et al., 1995; Lorrai and Sechi, 1995).

It should be pointed out that the data availability often
determines the model choice. In fact, continuous measure-
ments of precipitation and stream discharge can be easily
and cost effectively obtained (at least, in Portugal) when
compared with continuous measurements of soil character-
istics, initial soil moisture, infiltration, and groundwater
characteristics. Therefore, a ‘black box’ approach that
operates based only on the first set measurements can be
much more suitable for operational forecasting purposes
than a physical based model that also requires the latter
set of measurements (Tokar and Johnson, 1999).

The artificial or computational neural networks (ANNs or
CNNs) can be classified as ‘black box’ type models. A CNN is
a non-linear mathematical structure capable of represent-
ing the complex non-linear processes that relate the inputs
to the outputs of a system. CNNs models are increasingly
being applied in many fields of science and engineering
and usually provide highly satisfactory results. Some specific
applications of CNN to water resource management and
planning include the modeling of monthly, daily and hourly
rainfall-runoff process (Hsu et al., 1995; Lorrai and Sechi,
1995; Mason et al., 1996; Abrahart et al., 1999; Tokar and
Johnson, 1999; Thirumalaiah and Deo, 2000; Tokar and Mar-
kus, 2000; Chiang et al., 2004; Moradkhani et al., 2004; Anc-
til and Rat, 2005), real-time river stage forecasting
(Thirumalaiah and Deo, 1998, 2000; Abrahart and See,
2000, 2002; See and Openshaw, 2000; Cameron et al.,
2002), rainfall forecasting (French et al., 1992; Zhang
et al., 1997; Kuligowski and Barros, 1998), groundwater
modeling (Roger and Dowla, 1994; Yang et al., 1997),
assessment of stream’s hydrologic and ecological response
to climate change (Poff et al., 1996), water demand predic-
tion in urban and irrigation delivery systems (Griñó, 1992;
Pulido-Calvo et al., 2002, 2003), and drought analysis (Shin
and Salas, 2000), etc. A comprehensive review of the appli-
cations of CNNs in hydrology was presented by the ASCE task
committee (ASCE, 2000a,b).

In the time series forecasting issues past observations of
one or more variables are collected and introduced as input
data in a model that describes the underlying relationships
among those variables and allows estimating future realiza-
tions of one of the same (Zhang, 2003). Recently, CNNs have
been extensively applied to time series forecasting (Griñó,
1992; Al-Saba and El-Amin, 1999; Abrahart and See, 2000;
Zhang et al., 2001; Zhang, 2003; Gutiérrez-Estrada et al.,
2004) and data infilling techniques (Elshorbagy et al.,
2000; Khalil et al., 2001).

In this paper, the CNN approach was applied to the short-
term forecasting of daily stream flows in Portuguese rivers.
However, and as much as the literature about the subject
reveals, the constraints assumed in the analysis as well as
and some of the procedures applied were different from
those typically considered.

In fact, in its typical applications, the calibration and
validation of a CNN based model are accomplished for the
same watershed where flow forecasts are required. For that
purpose long enough stream flows series at the river section
where flow forecasts are required must be available. This
constraint often inhibits the application of CNNs. Hence,
the study performed included the analysis of the applicabil-
ity of a CNN with parameters established for a given wa-
tershed having long enough flow series to daily flow
forecasting both at the same watershed and at another wa-
tershed having insufficient flow data (Elshorbagy et al.,
2000).

Two more aspects distinguish the analysis performed
from the typical CNN applications. One of those aspects is
related with the watershed area: while many of the CNN re-
sults presented in the literature are restricted to small
watersheds, the study accomplished was focused on very
large watersheds. This way, larger implies more averaging
effects and consequently more stability in modeling and
forecasting results.

The other aspect is related with the input data. Typical
applications of CNNs to short-term forecasting of stream
flows consider as input data flows and precipitations in pre-
vious time steps. Also, potential evapotranspiration data
and/or of air temperature data are considered in some of
the studies. In the applications carried out for Portuguese
rivers only daily stream flows (stream flow time series) were
considered as input data. Other measurements, such as
those of meteorological variables or of watershed features
were not included because, on one hand, they are not as
easy to obtain as stream flow data and, on the other hand,
the forecasted flows achieved based only on stream flow
data were accurate.
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This paper evaluates the performance of feed forward
CNN models trained with the Levenberg–Marquardt algo-
rithm (Shepherd, 1997) for the purpose of stream flow time
series forecasting (one-step daily flow forecast model). To
verify if more accurate CNN solutions could be achieved,
three variations of the typical CNN models or additions to
those models were tested, namely: (a) auxiliary inputs were
used to apply intervention series to the CNN predictor mod-
el (Griñó, 1992; Abrahart and See, 2000); (b) a convolution
process of the input variables to the CNN model was carried
out (De Vries and Principe, 1991); and (c) a hybrid method-
ology combining CNN and ARIMA models was applied to take
advantage of the unique strength of both models in nonlin-
ear and linear modeling, respectively (Wedding and Cios,
1996; Hansen and Nelson, 1997; Zhang, 2003).

Theoretical background, data, and approaches

Computational neural network models: general
concepts

Computational neural networks (CNNs) are mathematical
models inspired by the neural architecture of the human
brain. The CNNs can recognize patterns and learn from their
interactions with the ‘environment’. The most widely stud-
ied and used structures are multilayer feed forward net-
works (Rumelhart et al., 1986). A typical four-layer feed
forward CNN has g, n,m and s nodes or neurons in the input,
first hidden, second hidden and output layers, respectively
[the notation of the neural network is (g,n,m, s)]. The
parameters associated with each of the connections be-
tween nodes are called weights. All connections are ‘feed
forward’; that is, they allow information transfer only from
an earlier layer to the next consecutive layers.

Each node j receives incoming signals from every node i
in the previous layer. Associated with each incoming signal
(xi) is a weight (Wji). The effective incoming signal (Ij) to
node j is the weighted sum of all the incoming signals,
according to

Ij ¼
Xg
i¼1

xiWji: ð1Þ

The effective incoming signal, Ij, is passed through an
activation function (sometimes called a transfer function)
to produce the outgoing signal (yj) of the node j. In this
study, the linear function (yj = Ij) was used in the output
layer and the sigmoid non-linear function, in the hidden
layers:

yj ¼ fðIjÞ ¼
1

1þ expð�IjÞ
ð2Þ

in which Ij can vary on the range (�1,1), and yj is bounded
between zero and one. Because of the use of sigmoid func-
tions in the CNN model, the values of the data variables
must be normalized onto range [0,1] before applying the
CNN methodology.

To determine the set of weights a corrective–repetitive
process called ‘learning’ or ‘training’ of the CNN is per-
formed. This training helps to define the interconnections
among neurons (weights), and it is accomplished by using
both known inputs and outputs (training sets or training pat-
terns), and presenting these to the CNN in some ordered
manner, adjusting the interconnection weights until the de-
sired outputs are reached. The strength of these intercon-
nections is adjusted using an error convergence technique
so that a desired output will be produced for a given input.
There are many training methods. In this work, a variation
of back-propagation algorithm (Rumelhart et al., 1986),
known as the Levenberg–Marquardt algorithm (Shepherd,
1997) was applied. This is a second-order non-linear optimi-
zation algorithm with very fast convergence and is recom-
mended by several authors (Tan and van Cauwenberghe,
1999; Anctil and Rat, 2005).

Levenberg–Marquardt algorithm operates by making the
assumption that the underlying function being modeled by
the neural network is linear. Based on this assumption,
the minimum of the objective function can be exactly
determined in a single step. The computed minimum is
tested, and if the error is lower than in the previous step,
the algorithm moves the weights to the new point. This pro-
cess is repeated iteratively on each generation. Since the
linear assumption is ill-founded, it can easily lead Leven-
berg–Marquardt to test a point that is lower (perhaps sub-
stantial lower) than the current one. The most ingenious
aspect of Levenberg–Marquardt is that the computation of
the new point is actually a compromise between a step in
the direction of steepest descent and the above-mentioned
leap. Successful steps are accepted and lead to a strength-
ening of the linearity assumption (which is approximately
true near a minimum). Unsuccessful steps are rejected
and lead to a more cautious ‘downhill’ step. Thus, Leven-
berg–Marquardt continuously switches its approach and
can make very rapid progress.

Levenberg–Marquardt algorithm uses the following for-
mula that is continuously updated:

DW ¼ �ðZTZ þ kIÞ�1ZTe; ð3Þ

where e is the vector of errors, Z is the matrix of the partial
derivatives of these errors with respect to the weights W,
and I is the identity matrix. The first term of the second
member of the Levenberg–Marquardt formula represents
the linear assumption and the second, the gradient-descent
step. The control parameter k governs the relative influence
of these two approaches. Each time Levenberg–Marquardt
succeeds in lowering the error, it decreases the control
parameter by a factor of 10, thus strengthening the linear
assumption and attempting to jump directly to the mini-
mum. Each time it fails to lower the error, it increases
the control parameter by a factor of 10, giving more influ-
ence to the gradient descent step, and also making the step
size smaller.

Let epoch denote the time period that encompasses all
the iterations performed after all the patterns are dis-
played. In the study presented in this paper, the learning
process was controlled by the method of internal validation
(about 20% of calibration data to test the error at the end of
each epoch) (Tsoukalas and Uhrig, 1997; Gutiérrez-Estrada
et al., 2004). The weights are updated at the end of each
epoch. The number of epochs with the smallest error of
the internal validation indicates the weights to select.

The numbers hidden layers and nodes in the hidden
layers were determined by trial and error. CNNs with ranges
of 1–2 hidden layers and 2–14 hidden nodes were
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successively trained based on the calibration data set. The
CNN having the best performance when applied to the vali-
dation set, within a pool of 30 repetitions, was selected
(Anctil and Rat, 2005). The CNN models were implemented
using STATISTICA 6.0 (Statsoft, Inc., 1984–2002).

Data and general procedures (cases 1 and 2)

The CNN technique was used to develop a one-step daily
flow forecast model for the watershed of the Tua River in
the Douro Basin (north Portugal). Only daily flows were con-
sidered to be available for the model calibration and valida-
tion. Additionally, to evaluate the generalization capacity
of the best CNN model calibrated in watershed of the Tua
River, prediction of the dependent variable (daily stream-
flow) using data from other contrasting Portuguese wa-
tershed was carried out. This way, the extension of the
validation process to other watershed were carried out.

Table 1 shows the general information of the two water-
sheds utilized in the study. Both watersheds of the Tua and
Côa Rivers are tributaries of Douro River (north of Portugal).

Despite the two watersheds of Table 1 coincide with
stream gauging stations (and therefore they have flow mea-
surements) only the daily flows at Castanheiro were utilized
to calibrate and to validate the CNN parameters, as well as
to identify the daily flow forecasting procedure with the
best performance. The model thus identified was then ap-
plied to the prediction of daily flows at Cidadelhe. The main
goal of this ‘transposition’ procedure was to analyze if a
CNN model with parameters established for a given wa-
tershed having long stream flow data series could also pro-
vide accurate estimates of daily flows in another
watershed where the available data is insufficient to estab-
lish the CNN parameters.
Table 1 General information for watersheds used in case studie

Parameter (1) Tua River (2)

Stream gauging station Castanheiro
Main watershed Douro
Latitude 41�14 02800

Longitude 7�23 02500

Drainage area (km2) 3718
Mean discharge (m3/s) 44.80
H ðmmÞa 366 ± 216
Recording period October 1958 to Septem

Stream flow records in Portuguese watersheds are available via Inter
Recursos Hı́dricos, SNIRH). This public database was created in 1995 by
information related with flows in more than 400 Portuguese stream ga
a Average of the annual flow expressed as water depth over the w

deviation (Portela and Quintela, 2000, 2002a,b, 2005a,b).

Figure 1 Case studies: (a) Calibration and validation with Castan
stream flow series and validation with Cidadelhe stream flow serie
The previous transposition procedure is supported by the
studies extensively developed for the Portuguese water-
sheds (Quintela, 1967; Portela and Quintela, 2000,
2002a,b, 2005a,b, 2006). These studies showed that Portu-
guese watersheds having similar mean annual flow depths
(the mean annual flow depth is equal to the mean annual
flow expressed as water depth over the watershed) exhibit
annual, monthly and daily flow regimes with similar relative
temporal variability when expressed in a non-dimensional
form, obtained by diving each flow by the mean annual flow.
Based on this circumstance, the non-dimensional annual,
monthly and daily flow series at a given watershed can be
adopted at another watershed provided that the two water-
sheds have close mean annual flow depths. The proximity of
the mean annual flows depths is the only restriction. The
watersheds of Castanheiro and Cidadelhe are under these
conditions circumstances because no significant differences
were found between the respective mean annual flow
depths (Portela and Quintela, 2000, 2002a,b, 2005a,b,
2006).

The transposition procedure from Castanheiro watershed
to Cidadelhe watershed and the forecasting procedure ap-
plied is schematized in Fig. 1. Let l denote the CNN based
model having the best performance when applied to Castan-
heiro flow records and [l]Castanheiro the corresponding set of
parameters.

To identify the model l as well as to estimate the corre-
sponding parameters [l]Castanheiro, 38 years of daily flow
records (from 1st October 1958 to 30th September 1996 –
Table 1) at Castanheiro were utilized. This data was split
into two sets, one for the CNN calibration or training – 30
years from 1st October of 1958 to 30th September of 1988
– and another for the CNN validation – 8 years from 1st
October 1988 to 30th September 1996. To appreciate the
s

Côa River (3)

Cidadelhe
Douro
40�54 04900

7�5 05700

1685
15.82
360 ± 177

ber 1996 October 1958 to September 1997

net in http://snirh.inag.pt/ (Sistema Nacional de Informação de
the Portuguese water authority (Instituto da Água) and it provides
uging stations.
atershed (mean annual flow depth) and corresponding standard

heiro stream flow series; and (b) Calibration with Castanheiro
s.

http://snirh.inag.pt/
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adequacy of model l at Cidadelhe 39 years of daily flows re-
cords were utilized (from 1st October 1958 to 30th Septem-
ber 1997 – Table 1).

For those approaches based on a typical application of
CNNs only daily flows in the previous days were considered
as input variables. Under these circumstances, the output
variable in each day t was the flow in that day and the input
variables were the flows in the previous days (t � 1, t � 2,
etc.) (case 1). The number of previous days to be considered
in the CNN model was fixed based on the analysis of the
autocorrelation and partial autocorrelation of the daily
flows at Castanheiro. CNNs having as inputs flows in previous
d days plus differenced data also in previous days
(DIFFt�1 = Qt�1 � Qt�2, . . .,DIFFt�d�1 = Qt�d�1 � Qt�d�2) were
also tested (case 2).

The partial autocorrelation showed three significant
peaks related with the three previous days. This denotes a
third-order autoregressive process, according to which the
flow in each day may be considered a function of its own
past values in the three previous days (Wilson and Keating,
1996). However, delays until fifteen antecedent days were
tested to see if a partial autocorrelation of higher order
could improve the performance of the model during the val-
idation phase.

Beside CNNs having as input data flows in previous days
(case 1) or those flows plus differenced data (case 2) others
approaches were tested and compared, as presented in the
following sections.
Measures of accuracy (validation phase)

To assess the performance of the CNN during the validation
phase and therefore to identify the model l of Fig. 1, sev-
eral measures of accuracy were applied, as there is not a
unique and more suitable performance evaluation test
(Yapo et al., 1998; Legates and McCabe, 1999; Abrahart
and See, 2000). The correlation between observed and pre-
dicted flows was expressed by means of the correlation
coefficient R. The coefficient of determination (R2) de-
scribes the proportion of the total variance in the observed
data that can be explained by the model. Others measures
of variances applied were the percent standard error of pre-
diction (%SEP) (Ventura et al., 1995), the coefficient of effi-
ciency (Ej) (Nash and Sutcliffe, 1970; Kitanidis and Bras,
1980) and the average relative variance (ARV) (Griñó,
1992). These four estimators are unbiased estimators that
are employed to see how far the model is able to explain
the total variance of the data.

In addition, it is advisable to quantify the error in the
same units of the variables. These measures, or absolute er-
ror measures, included the square root of the mean square
error (RMSE) and the mean absolute error (MAE), given by

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1ðQt � bQ tÞ2

N

s
¼

ffiffiffiffiffiffiffiffiffi
MSE
p

MAE ¼
PN

i¼1 Qt � Q̂ t

��� ���
N

; ð4Þ

where Qt is the observed stream flow at the time step t; bQ t

is the estimated stream flow at the same time step t; and N
is the total number of observations of the validation set.
The percent standard error of prediction, %SEP, is de-
fined by

%SEP ¼ 100

Q
RMSE; ð5Þ

where �Q is the average of the observed stream flows of the
validation set. The principal advantage of %SEP is its
non-dimensionality that allows comparing in a same basis
forecasts given by different models. The coefficient of effi-
ciency Ej and the average relative variance ARV are used to
see how the model explains the total variance of the data
and represent the ‘proportion’ of the variation of the ob-
served data considered by the model. Ej and ARV are given
by

Ej ¼ 1:0�
PN

i¼1 Qt � bQ t

��� ���jPN
i¼1 Qt � Q
�� ��j

ARV ¼
PN

i¼1ðQt � bQ tÞ2PN
i¼1ðQt � QÞ2

¼ 1:0� E2: ð6Þ

The sensitivity to outliers due to the squaring of the dif-
ference terms is associated with E2 or, equivalently, with
ARV. E1 (named here the modified coefficient of efficiency)
reduces the effect of the squared terms. A value of zero for
E2 indicates that the observed average Q is as good as pre-
dictor as the model, while negative values indicate that the
observed average is a better predictor than the model (Le-
gates and McCabe, 1999).

For a perfect match, the values of R2 and of Ej should be
close to one and those of %SEP and ARV close to zero.

Also the persistence index, PI, was used for the model
performance evaluation (Kitanidis and Bras, 1980):

PI ¼ 1�
PN

i¼1ðQt � bQ tÞ2PN
i¼1ðQt � Qt�LÞ2

; ð7Þ

where Qt�L is the observed flow at the time step t � L and L
is the lead-time. In the applications carried out L was set
equal to one, since only one-day ahead forecasts were per-
formed. A PI value of one reflects a perfect adjustment be-
tween predicted and observed values, and a value of zero is
equivalent to say that the model is no better than a ‘naı̈ve’
model, which always gives as prediction the previous obser-
vation. The PI is well designed for assessing forecasts, as the
stream flows in previous days are the main CNN inputs. A
negative PI value would mean that the model is degrading
the original information, thus denoting a performance
worse than the one of the ‘naı̈ve’ model (Anctil and Rat,
2005).

Other indexes used to identify the best linear and non-
linear models were the Akaike Information Criterion (AIC)
and the Bayesian Information Criterion (BIC) (Qi and Zhang,
2001) given by

AIC ¼ logðMSEÞ þ 2m

N
BIC ¼ logðMSEÞ þm log Nð Þ

N
: ð8Þ

In the previous equations m is the number of parameters of
the model. In those equations both first terms of the second
members measure the goodness-of-fit of the model to the
data while the second terms set a penalty for the model
over-parameterization. The optimal model is selected when
AIC and BIC are minimized.



Figure 2 Convolution of the input sequence of daily flows xi
with a smooth function �xi from November 58 to April 59.

Figure 3 Schematic structure of hybrid neural network with
modelling ARIMA of prediction residuals.
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Computational neural network with intervention
series (case 3)

In a CNN with intervention series the input layer compre-
hends two classes of input variables: the stream flows in
previous days (t � 1, t � 2, etc.) and auxiliary inputs. The
first class of inputs is responsible for modeling the autore-
gressive structure of the series. Auxiliary inputs are used
to apply intervention series to the CNN model. The interven-
tion series contain additional information about the charac-
teristics of the day in which the stream flow is predicted.
That information may consist of four binary [0,1] interven-
tion series each series corresponding to a season of the year
(spring, summer, autumn or winter) (case 3 – see Section
Data and general procedures (cases 1 and 2)). So that these
input variables intended to allow one variation in CNN out-
put according to a hypothetical seasonal influences. In this
approach, the best CNN is also determined by trial and er-
ror. The tested ranges of hidden layers and nodes in the hid-
den layers were the same of cases 1 and 2.

Convolution process of the input variables to
computational neural network (case 4)

The multilayer feed forward network is a static CNN archi-
tecture. To assess the temporal patterns, the CNN must
have an appropriate memory that stores past information.
The simplest form of memory consists of a buffer that con-
tains the d most recent inputs, that is to say, that contains
multiple copies of the input data at various time delays d
(the stream flows in previous days t � 1, t � 2, etc., as de-
fined in Section Data and general procedures (cases 1 and 2)
as case 1). Other common methodology is to represent the
memory as a convolution of the input sequence of daily
flows xi with a kernel or smooth function (De Vries and Prin-
cipe, 1991). In the analysis carried out, both methodologies
– buffer (case 1)/smooth function (case 4) – were
implemented.

Taking into account that the correlation coefficient be-
tween consecutive daily flows measures the dependency be-
tween those flows, being a sort of memory of the systems,
the following triangular smooth function was developed
and tested (case 4):

�xi ¼
Pd

s¼�dRt=t�sxi�sPd
s¼�dRt=t�s

8i ¼ d to M� d; ð9Þ

where M is the total number of observations of the training
data set, and Rt/t�s is the coefficient of correlation between
data series at time t and time t � s (s = �d, . . .,1, . . .,d). The
�xi series thus achieved (Fig. 2) are supplied to the model as
input data. This approach was combined with the best CNN
determined with the previous trainings.

Hybrid neural network and ARIMA model (case 5)

ARIMA models and CNNs are often compared with no clear
conclusions in terms of the relative forecasting performance
superiority (Zhang, 2003). The ARIMA models assume that a
time series is a linear combination of its own past values and
of current and past values of an error term (Box and Jenkins,
1976). In this paper, a hybrid approach to time series fore-
casting using both CNN and ARIMA models was analyzed. The
main idea of the combination of those two models was to
use each model feature to capture different patterns in
the data. The methodology implemented consists of two
steps: (a) in the first step, a CNN is developed to model
the stream flows (the best CNN determined with the training
of the cases 1, 2 or 3); and (b) in the second step, an ARIMA
model is used to describe the residuals from the CNN model
(Fig. 3). The ARIMA model helps to interpret the unex-
plained variance by the CNN model.

The CNN and ARIMA combined model can be formulated
as follows:

Qt ¼ fðQt�1;Qt�2; . . . ;Qt�dÞ þ /�1ðBÞhðBÞgt; ð10Þ
/ðBÞ ¼ 1� /1B� /2B

2 � � � � � /pB
p; ð11Þ

hðBÞ ¼ 1� h1B� h2B
2 � � � � � hqB

q; ð12Þ

where f is a function determined by the neural network
structure and connection weights; /j (j = 1, . . .,p) are the
weights of the ARIMA model associated with each previous
observation et (in the applications carried out, the residuals
from the CNN model); hj (j = 1, . . .,q) are the weights of the
ARIMA model associated with each previous noise terms; B is
the backshift operator that assigns a value to a variable
in the previous instant (Bet = et�1 and Bpet = et�p); and gt is
the noise term in instant t. Differencing transformation
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(d) is often applied to the data to remove the trend and to
stabilize the variance before an ARIMA model can be fitted.

In the ARIMA (p,d,q) model, values of p and q varying
from zero to five (with a unitary step), and values of d
varying from zero to two (also with a unitary step) were
tested. The values of p, d, and q that proved to be more
appropriate according to the accuracy measures presented
in Section Measures of accuracy (validation phase) were
then used (case 5). The parameters /j and hj were fixed
by using function minimization procedures, so that the
sum of squared residuals was minimized. The level of sig-
nificance of these parameters should be evaluated (accept-
able if Pa < 0.05). This approach was combined with the
best CNN determined with the previous trainings (cases
1, 2 and 3).
Summary of the implemented approaches

As result of the procedures presented in the previous sec-
tions, the following five approaches were implemented
based on Castanheiro daily flow series and compared in
terms of their relative accuracy in order to identify the
model with the best performance (model l of Fig. 1):

case 1 flows in the previous days as input variables (typical
approach – Section Data and general procedures
(cases 1 and 2));

case 2 flow in the previous days and differenced data in
previous days as input variables (typical approach
plus differenced series – Section Data and general
procedures (cases 1 and 2));

case 3 flow in the previous days and auxiliary data as input
variables (binary seasonal intervention series –
Section Computational neural network with inter-
vention series (case 3));

case 4 convolution process of the input variables (smooth
function, Eq. (9), Section Convolution process of
the input variables to computational neural net-
work (case 4)); and

case 5 hybrid neural network and ARIMA model (Section
Hybrid neural network and ARIMA model (case 5)).

Results

Castanheiro stream gauging station. selection of
the best model l

Cases 1–5 were tested based on Castanheiro daily flow re-
cords in order to identify the CNN model with the best per-
formance (model l of Fig. 1).

For cases 1–3 the one-day ahead daily flow forecasts
thus achieved during the validation period (8 years, from
1st October 1988 to 30th September 1996) and within a pool
of 30 repetitions of each CNN model showed that:

case 1 had the best estimates when the flows in the three
previous days were used as input data in a CNN
with 4 nodes in the first and second hidden layers
[CNN (3,4,4,1)] and 200 epochs in the training
process.
case 2 the best results were obtained when the flows of
the three previous days and the differenced data
in previous days (DIFFt�1 = Qt�1 � Qt�2, DIFFt�2 =
Qt�2 � Qt�3) were used as inputs in a CNN with 4
nodes in the two hidden layers [CNN (5,4,4,1)]
and 250 epochs in the training process.

case 3 the CNN (7,5,5,1) having as input data the flows in
the three previous days and four binary interven-
tion series (each series corresponding to a season
of the year) led to the best daily forecasts with
300 epochs in the training process.

The previous conclusions were supported by the values
provided by the accuracy measures presented in Section
Measures of accuracy (validation phase). For the best CNN
model of each of the cases 1–3, Fig. 4 shows those values
in terms of their averages and of their standard deviations,
after 30 repetitions of the CNN model (validation period).

Fig. 4 shows for the cases 1–3 two sets of contradictory
results: some of the accuracy measures (namely R2, E1 and
E2) point towards the good performance of most of the CNNs
while other measures (MAE, RMSE, %SEP and PI) suggest the
opposite (poor performance of most of those models). A
MAE of more than a third of the average of the observed
flows in validation period (that is to say, higher than
33.28/3 � 11 m3/s) indicates mediocre models.

A detailed analysis of the results showed that the poor
performance of the cases 1–3 was mainly due to the occur-
rence of a kind of systematic ‘displacement’ between esti-
mated and observed flows, as exemplified on Fig. 4 (values
of PI around zero or even negatives and high values of MAE,
RMSE and %SEP) and Fig. 5 (case 1). In fact, cases 1–3 sys-
tematically led to predictions in day t very close to the ob-
served flows in day t � 1, as is shown in the schematic
representation of the forecasted flows at time t as a func-
tion of the observed flows at time t � 1 (Fig. 6).

In terms of accuracy measures, the differences among
cases 1–3 prove not to be significant (one-way analysis of
variance or ANOVA – R2: F = 0.229, Pa = 0.797; RMSE and
%SEP: F = 0.205, Pa = 0.816; MAE and E1: F = 0.142,
Pa = 0.869; E2, ARV and PI: F = 0.224, Pa = 0.800; AIC:
F = 0.646, Pa = 0.532; BIC: F = 1.143, Pa = 0.334). Case 1 pre-
sented the best averages and the smallest standard devia-
tions for all accuracy measures. Cases 2 and 3 had
averages very similar except for AIC and BIC measures. This
was due to the higher number, m, of parameters of case 3
(case 1: m = 32; case 2: m = 40; case 3: m = 65). However,
case 2 had the highest standard deviations for all accuracy
measures.

When a convolution process of the input variables (case
4) and a hybrid neural network and ARIMA model (case 5)
were combined with the best CNN according to case 1, bet-
ter performances were achieved during the validation
phase, especially for case 4 (Fig. 4). In fact, no significant
differences were found between accuracy measures of
cases, on one hand, 1, 2 and 3 and, on the other hand, 5,
except for R2 (ANOVA – R2: F = 8.206, Pa < 0.001; RMSE
and %SEP: F = 0.538, Pa = 0.660; MAE and E1: F = 0.303,
Pa = 0.823; E2, ARV and PI: F = 0.511, Pa = 0.677; AIC:
F = 1.056, Pa = 0.380; BIC: F = 1.545, Pa = 0.220).

However, case 4 showed a better performance when
compared with other cases, with significant improvements



Figure 4 Means and standard deviations of results of accuracy measures (validation period, Castanheiro station).

8 I. Pulido-Calvo, M.M. Portela
in terms of accuracy measures (Fig. 4). In all instances, case
4 led to PI values greater than 0.5 and MAE values smaller
than 6 m3/s. These measures mean that the flow in each
day resulting from case 4 did not necessarily approach the
flow in the previous day, as happened in the other cases
(cases 1–3). That is to say, case 4 proved to be able to elim-
inate the systematic ‘displacement’ between observed and
forecasted flows. It should be pointed that the best repeti-
tions of the pools of cases 4 and 5 did not coincide with
those of case 1.

In case 5, the best estimates were obtained by applying
an ARIMA(5,0,1) to the residuals of the CNN model. By this
way the smallest error magnitudes, parameters /j and hj
with a level of acceptable statistical significance
(Pa < 0.05), and autocorrelation coefficients of the predic-
tion errors statistically acceptable (all values of residual



Figure 5 Exemplification of one-step-ahead prediction of daily stream flows for the period from November 89 to April 90, and
scatterplot between observed and forecasted flows, for best repetition of cases 1, 4 and 5 (validation period, Castanheiro station).

Application of neural approaches to one-step daily flow forecasting in Portuguese watersheds 9
correlations were close to zero and within the confidence
limit to 95%; also there was not serial dependency between
residuals, Wilson and Keating, 1996) were achieved. The
parameters of the ARIMA model of the repetition with the
best results were /1 = 0.4783a; /2 = � 0.1516a; /3 =
0.0746a; /4 = 0.0495a; /5 = 0.0789a; h1 = 0.4014a; a = param-
eters /j and hj with a level of acceptable statistical signifi-
cance Pa < 0.05 (Eqs. (10)–(12)).

The schematic representation of the forecasted flows as
a function of the observed flows (scatterplots between ob-
served and forecasted flows) showed that cases 1–3 pre-
sented the highest dispersion along the line 1:1 (that
would correspond to the perfect adjustment between the
two previous kinds of flows), while cases 4 and 5 denoted
a higher approximation of observed and estimated values.
Scatterplots for the best repetition of the pools for cases
1, 4 and 5 are presented in Fig. 5 that also includes, as
examples, diagrams of the observed and forecasted flows
from November 89 to April 90. This figure shows that case
4 presents the closest match between forecasted and ob-
served flows over the entire flow range (points with smaller
dispersion along line 1:1). Notice the tendency of cases 1
and 4 to underestimate the high flows and case 5 to overes-
timate those flows.

The averages (in the validation period) of the observed
daily flows (33.28 m3/s) and of the forecasted daily flows
are very close, that is to say, without statistically significant
differences (Fig. 7). The comparison of the standard



Figure 6 Scatterplot between observed flows at time t � 1
and estimated flows at time t for best repetition case 1
(validation period, Castanheiro station).
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deviation of the observed daily flows (‘observed’ standard
deviation with the value of 78.86 m3/s) with the standard
deviations of the forecasted daily flows showed that, due
to the previously mentioned overestimation and underesti-
mation of stream flows, case 5 led to standard deviations
that were almost 20 m3/s higher than the ‘observed’ one
while the standard deviations achieved in cases 1–4 were
almost 20 m3/s smaller than the same (Fig. 7).

The performance of the different cases is also shown in
Table 2 that contains the accuracy measures for the entire
range of daily flows as well as those measures depicted by
successive ranges of daily flows. The averages of the ob-
served and forecasted daily flows during the validation per-
iod and standard deviations of the former daily flows were
also included in Table 2.

Table 2 shows that the best adjustment between ob-
served and forecasted daily flows (best results of the accu-
racy measures) mainly occur in the lowest range from 0 to
50 m3/s (in which about 80% of the observed flow are
included). In general the error magnitudes are quite
acceptable for the entire range of daily flows. In relative
terms, those magnitudes become worse as the flow range
is higher, being much worse for the highest flow range.
The ‘deterioration’ of the quality of the different models
as the flow ranges become higher is due to the decrease
Figure 7 Comparison of observed and forecasted means and stand
of the number of flows belonging to the successive ranges.
By other words, due to the progressive smaller number of
flows utilized during the calibration phase, that number
becoming insufficient to allow the model to ‘learn’ from
the available observations. All cases showed significance
differences among accuracy measures in different flow
ranges (for example, Kruskal–Wallis test in case 4 gave
the following results for R2, RMSE, MAE, AIC and BIC:
H(3,120) = 36.585, Pa < 0.001; %SEP: H(3,120) = 32.933,
Pa < 0.001; E1: H(3,120) = 35.633, Pa < 0.001; E2 and ARV:
H(3,120) = 30.786, Pa < 0.001; and PI: H(3,120) = 29.706,
Pa < 0.001).

With exception of case 4, the values of PI are most of the
time around zero or negative denoting model inadequacy,
mainly due to the occurrence of systematic ‘displacements’
between observed and forecasted flows (Figs. 5 and 6, case
1). In case 4, those values are quite good, though denoting a
less good quality in the range from 0 to 50 m3/s also due to
some ‘displacement’ between observed and estimated
flows. Case 4 estimated less extreme values than case 5,
which implies better fittings.

Globally, the results achieved, summarized in Figs. 4 and
7 and in Table 2, clearly indicate case 4 as the one, not only
with the far best performance when compared with the
other cases, but also with an excellent performance by it-
self, as a tool to forecast daily flows at Castanheiro. There-
fore, case 4 was adopted as the model l of Fig. 1.

Validation of case 4 at Cidadelhe watershed

To check the capability of case 4 to estimate one-day
ahead daily flows at Cidadalhe, the approach with the set
of parameters previously established for Castanheiro
([l]Castanheiro) was applied to daily flow forecasting at Cida-
delhe, based on the 39-year period, from 1st October 1958
to 30th September 1997. As pointed earlier (Section Data
and general procedures (cases 1 and 2)), this transposi-
tion/regionalization procedure is justified by the similarity
of the average annual flow depths at the two stream gauging
stations under consideration.

The validation of the transposition of case 4 was accom-
plished in a way equivalent to the one adopted for Castan-
heiro, based on the accuracy measures presented in
Section Measures of accuracy (validation phase). It should
be pointed out that the main target of the procedure was
ard deviations of flows (validation period, Castanheiro station).
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Figure 8 Exemplification of one-step-ahead prediction of daily stream flows for the period from November 89 to April 90, and
scatterplot between observed and forecasted flows, for validation period of Cidadelhe station for best repetition using [l]Castanheiro.
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to obtain one-day ahead flow forecasts at Cidadelhe. Hence,
once a daily flow was estimated and compared with the ob-
served one the application of the model pursuit by replacing
the forecasted flow by the observed one.

The accuracy measures thus achieved for Cidadelhe were
the following ones: R2 = 0.86 ± 0.03; RMSE = 12.90 ± 1.51
m3/s; MAE = 5.08 ± 1.84 m3/s; %SEP = 79.85 ± 9.32; E1 =
0.73 ± 0.10; E2 = 0.85 ± 0.04; ARV = 0.15 ± 0.04; PI = 0.35 ±
0.16; AIC = 2.22 ± 0.09; BIC = 2.23 ± 0.09. The averages ±
standard deviations of observed and of the estimated daily
flows were 16.15 ± 33.89 and 17.74 ± 31.37 m3/s,
respectively.

In Fig. 8 forecasted daily flows versus observed daily
flows (scatterplot) for the CNN with the best performance
of the pool of 30 repetitions are shown. The figure also in-
cludes, as example, a diagram of the observed and fore-
casted flows from November 89 to April 90.

Discussion

The adequacy of computational neural network models for
daily stream flow forecasting at large Portuguese water-
sheds was analyzed in this paper. The best correlation and
error statistics were obtained based on a CNN having as in-
put data the flows in the three previous days combined with
a convolution process of the input sequence by means of a
triangular smooth function – case 4, Eq. (9). The results
thus achieved were better than those obtained with typical
autoregressive training based only on flow-input data at var-
ious time delays (case 1).

In general, the consideration of differenced stream flows
(case 2) or of intervention time series (case 3) in the inputs
of the neural model did not improve the quality of the pre-
dictions. This fact is, some how, in disagreement with the
conclusions of Griñó (1992) who showed that the additional
consideration of seasonal factors improve the forecasts of
the daily demands in an urban water system by removing
many of the peak errors. Also Abrahart and See (2000) used
seasonal factors as inputs of neural networks for the previ-
sion of river flows. Their results were better than those ob-
tained in this paper. A possible explanation is the
displacement of the estimated curves with regard to the ob-
served curves in cases 1, 2 and 3. Moreover, it is obvious
that this divergence of results depends of a wide spectrum
of conditions: different sites with heterogeneity in precipi-
tation, evaporation, infiltration, interception, soil mois-
ture, overland flow, land use and geomorphology.

A trained feed forward neural network has a static archi-
tecture (fixed weights) and the output is solely determined
by the present input state to the network and not by the ini-
tial and past states of the neurons in the network. Despite
the memory added to the network by means of a buffer con-
taining recent inputs (the flows in the three previous days),
the forecasts provided by cases 1–3 in each day were sys-
tematically very close to the flows observed in the previous
day. This circumstance is probably due to the fact that the
correlation between observed flows in any two consecutive
days were most of the time very high (R = 90.37%;
Pa < 0.001) and so, each daily ‘occurrence’ is highly respon-
sible for the next daily ‘realization’. Park (1998), Abrahart
and See (2000), Pulido-Calvo et al. (2002, 2003) and Gutiér-
rez-Estrada et al. (2005) also reported this ‘lag-one’ differ-
ence between actual values and values resulting from
multiple regression, ARIMA and/or neural network models
applied to forecasting of different kinds of time variables.
One of the possible ways to solve the systematic ‘displace-
ment’ is to improve the learning capacity of the network by
providing it additional inputs, such as those of other rele-
vant hydrological or meteorological variables.

The convolution process of the input variables (case 4)
resulted in less extreme values, in the underestimation of
the high flows, and in a slight ‘displacement’ in the low flow
range. The accuracy measures showed that case 4 was the
one with the best capacity to implicitly access the non-lin-
earity inherent to the stream flows, but there is clearly still
matter for research. Consideration of hybrid neural network
and ARIMA model (case 5) was in general favorable as it
avoided the previously mentioned systematic ‘displace-
ment’, though resulting in worse estimates of the maximum
and minimum flows.

The poor performance of all CNNs in the range of the high-
est daily flows was a consequence of the much smaller num-
ber of observed flows belonging to those ranges. This
circumstance is due to the highly irregular hydrologic regime
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of the Portuguese rivers characterized by low flows most of
the time and just once a while by high flows, that however,
can be very exceptional. The comparatively small number of
high flows in the training set naturally compromises the
‘learning’ process of the CNNs during the calibration phase
and, therefore, the capability of the models to forecast
those flows. To overcome this problem, the use of distrib-
uted input data, that is to say, of flows from more than
one stream gauging station, could be equated. By this way,
a higher number of peak flows would be available for the
model training. Other alternative approach could be based
on dynamic-feedback neural networks. Chiang et al. (2004)
proved the better performance of those models when data
with insufficient length or content is involved in the training
phase.

In cases 1, 2 and 3, the accuracy measures R2, Ej and ARV
based on the complete range of flows pointed towards the
good performance of the models, with means values of R2

and Ej higher than 0.7 and of ARV lower than 0.2. However,
such measures may not provide information about the per-
formance of the models as feasible as desired. In fact, the
poor values of the error statistics RMSE, MAE %SEP and PI
suggested that is necessary to carry out a multicriteria per-
formance assessment based on different accuracy evalua-
tion procedures applied to different ranges of flows. In
general, the results of the accuracy measures for the com-
plete range of flows are not good indicators of the capability
of the models to predict peak flows, as Abrahart and See
(2000) reported, owing to the overwhelming presence of
low flow occurrences. One possible approach to overcome
this situation is to group the original data into distinct
hydrological event types, each individual cluster type being
assessed by an independent model, Abrahart and See
(2000).

The main problem associated with the CNNs developed in
this paper was to identify the architecture that involved the
least error of validation. This resulted in a longer data pro-
cessing time compared to the others traditional forecasting
techniques. Given that the neural networks are heuristic
models, specific rules cannot be given regarding the control-
ling of convergence, network design or the initialization and
change of weights to resolve a concrete problem. In the spe-
cialized literature, we only found some general guidelines
taken from the experience of numerous authors. For this
reason it is necessary to determine the nature of the prob-
lem beforehand; a condition which is not necessary in many
other statistical forecasting methods. Hence, in this paper
the analyses are begun by calculating the maximum delay
of the input variables using the Box-Jenkins methodology
following Griñó (1992). In other papers, principal compo-
nents analyses are used to preprocess the data (Ventura
et al., 1997) or multiple regressions to identify the indepen-
dent variables that have a significant influence on the
dependent variable (Pulido-Calvo et al., 2002, 2003).

In summary, it should be stressed the capability revealed
by case 4 to forecast daily flows in a watershed different
from the one utilized in the model calibration. That capabil-
ity reinforces the results from the hydrological data trans-
position studies performed for Portuguese rivers. It can
also play an important role, especially in the management
of water resources systems. For instances, if the CNN model
works on-line integrated in a centralized remote-control
system, adaptive answers can be quickly implemented at
some of the locations based on the changing conditions de-
tected in different locations.
Summary and conclusions

The work presented focused the application of computa-
tional neural networks (CNNs) to short-term daily flow fore-
casting at large Portuguese watersheds. For the calibration
of the CNNs only stream flow records were considered to be
available. To identify the best approach five CNN based
models (cases 1–5) were developed and compared in terms
of the accuracy of the daily flows thus forecasted.

A CNN having as input data the flows in the three previ-
ous days combined with a convolution process of the input
data – case 4 – proved to be the best approach. The ade-
quacy of that approach to daily flow forecasting at a wa-
tershed different from the one utilized in the calibration
of the model parameters was also preliminary analyzed.

As main conclusion of the study it can be stated that the
case 4 proved to be a powerful tool that, with very modest
data requirements, enable accurate daily flow forecasts at
Portuguese watersheds. By combining hydrologic regionali-
zation criteria with a CNN approach it is also possible to
get daily flows forecasts at watersheds with insufficient flow
data.
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